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Abstract: Ant Colony Optimization (ACO) a nature-
inspired metaheuristic algorithm has been successfully 
applied in the traveling salesman problem (TSP) and a 
variety of combinatorial problems. ACO algorithms 
have been modified in recent years to improve the 
performance of the first algorithm, posed by Dorigo. In 
this paper we compare different ACO algorithms and 
combine them in order to collect their advantages in an 
extended ACO algorithm.   
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1. Introduction 
 
Ant Algorithms are a class of population-based 
meta-heuristic algorithms for solving 
Combinatorial Optimization. Ant Colony 
Optimization (ACO) is biologically inspired from 
the foraging behaviour of real ants. ACO is an 
iterative process in which repeatedly, probabilistic 
candidate solutions are constructed by heuristic 
knowledge of the problem and pheromone trails as 
communication mediums. The main points of ACO 
are distributed computation, positive feedback and 
greedy construction heuristics. After the first ACO 
algorithm proposed by Dorigo at el. (1992) [1], 
different types of ACO have been developed, most 
pursuing new ways of exploration or exploitation. 
Moreover, the combination of ACO and local 
search algorithms has led to successful results and 
obtained better performance on variety of 
problems. To date, ACO has been applied in many 
combinatorial problems, including Travelling 
Salesman Problem (TSP) [1, 2, 3] quadratic 
assignment [4], vehicle routing [5], graph coloring 
[6], routing for telecommunication networks [7], 

sequential ordering [8], scheduling [9], data mining 
[10], and so on. 
The Travelling Salesman Problem (TSP) is an NP-
hard combinatorial problem which has been the 
target of a great deal of research. It’s an easily 
understood hard discrete problem which can be a 
good representation of many other NP complete 
combinatorial problems. Generally, TSP is the 
problem of finding shortest tour, starting from a 
city, visiting all the cities and finally going back to 
the first city. Indeed, TSP is the problem of finding 
the shortest Hamiltonian graph of a set of vertices. 
TSP has received much attraction of 
mathematicians and Computer Scientists because it 
represents the class of Combinatorial Optimization 
Problems and is formulated in so many other 
applications. ACO algorithms successfully have 
been applied to TSP, although the first proposed 
ACO wasn’t competitive with the state of the art 
algorithms for TSP. In this paper, we compare 
different well-known ACO algorithms, 
experimenting on symmetric TSP.   
Section 2 provides a quick review of Travelling 
Salesman Problem. In section 3, Ant system as the 
first member of the class of Ant algorithms is 
introduced, while ACO extensions and 
improvements are described in section 4. Next in 
section 5, our experiment is explained and the 
results are summarized. Finally, conclusions are 
drawn in section 6. 
 
2. Travelling Salesman Problem 
 
TSP is to find the cheapest round-tour, starting 
from a city, passing through all the cities and then 
returning to the starting point (Fig. 1). What is 
important about TSP is that it’s a representative of 
a large and versatile class of problems known as 
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Combinatorial Optimization Problems, which are 
declared to be NP-complete. Indeed, TSP is easy 
and intuitive to understand and formulation, so if 
one can find an efficient algorithm for solving 
Travelling Salesman Problem it will be easily 
generalized to other Combinatorial Problems. A 
common formulation of TSP is a graph with points 
as cities and weighted edges as roads with their 
costs. The objective is to find the least costly 
Hamilton Cycle in the graph. There are two 
famous kinds of TSPs: symmetric and asymmetric 
TSP. In symmetric the difference between two 
cities is the same in both direction, while in 
asymmetric it might be different. 

 
A common approach to solve TSPs is by using 
heuristics. These algorithms construct feasible 
solutions for the problem, satisfying the upper 
bounds in the problem, but neglecting how their 
solutions are far from the optimum. Heuristic 
methods for TSP usually fall into 3 categories. 1) 
tour construction methods, 2) improvement 
methods, and 3) composite methods [22]. On the 
other hand, a metaheuristic is a general framework 
for heuristics, combining user-given black box 
procedures in an efficient way for solving hard 
problems. Metaheuristics like Genetic Algorithm 
[23], Simulated Annealing [24], Neural Networks 
[25], Tabu search [26], and Ant Colony 
Optimization have been widely used to solve 
combinatorial problems, especially TSP. 
There are a large variety of problems that can be 
formulated as TSP and so it is used in different 
fields of study. Vehicle routing (Christofides, 
1985), job scheduling (Gilmore and Gomory, 
1964), analysis of the structure of crystals (Bland 
and Shallcross, 1987), the overhauling of gas 
turbine engines (Pante, Lowe and Chandrasekaran, 
1987), material handling in a warehouse (Ratliff 

and Rosenthal, 1981), cutting stock problems, 
(Garfinkel, 1977), the clustering of data arrays, 
(Lenstra and Rinooy Kan, 1975), are examples in 
which TSP formulation has been successfully 
applied.  
In Electrical Engineering there are two major 
exploitation of TSP formulation. The first common 
application is in Telecommunications Network 
Design. One example is routing of sonet rings, 
which provide communications links through a set 
of sites organized in a ring. These rings are 
recommended to raise the safety of the network in 
a case of link failure because traffic can be 
rerouted in the reverse direction. The second 
application is VLSI chip board manufacturing. In 
this process the holes are the cities to be drilled in 
a board and the cost of travel is the time to move 
the drill head from one hole to the next, while the 
objective is to reduce the cost of the whole 
procedure.   
 
3. Ant System 
 
The first ACO algorithm called Ant System 
applied to Travelling Salesman Problem (TSP) by 
Dorigo [1]. AS makes up the main framework of 
other ACO algorithms and is considered as a 
prototype. In TSP each of m artificial ants 
generates a complete tour by a probabilistic rule 
(1), which is the probability that ant k in city i 
select visits city j. 

   ,  =    [  , ] .[  , ] ∑ [  , ] .[  , ]  ∈    ,       ∀ ∈                    0  ,                      ℎ                   (1) 

 
Where   is pheromone,   ,  is heuristic function 
and is equal to    ,  the inverse of the difference 

between city i and j,     is the set of cities that 
haven’t been visited by ant k,   and   are 
parameters which shows the relative importance of 
pheromone versus heuristic or exploitation versus 
exploration.  
Equation (1) shows that ants prefer paths with 
shorter length and higher amount of pheromone, so 
they independently generate tours by pre-
knowledge of the problem and cooperative 
informative communication.  
Once all the ants complete their tours the 
pheromone trails updates, using Equation (2) and 
Equation (3).   , = (1 − ).   , + ∑    ,                                    (2) 

 

             
Fig. 1.  TSP with 50 cities. 
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Where   is evaporation rate,    is the length of 
tour taken by ant k,   is a constant, and   is the 
number of ants. 
 
4. ACO Extensions 
 
After Ant System, Researchers started to improve 
the performance of ACO. A first improvement of 
ACO was elitist strategy (AS     ) [2], which was 
simply considered more emphasis on the global-
best tour. Another improvement was AS     as an 
offspring of AS     , proposed by Bullnheimer, 
Hartl and Strauss [11]. It sorts the ants and then the 
trails are updated by only the first  − 1 ants 
according to Equation (4).  

   , = (1 −  ).   , +  ∑ ( − 1).    ,  +  .          ,   (4) 
 

Where    ,  =     and     ,   =      . 

Stüzle and Hoos introduced MAX-MIN Ant 
System (MMAS) [12]. In MMAS trails are limited 
to an interval [     ,     ], so it help ants not to 
converge to local optimum. Further, in MMAS, 
only the best ant (iteration-best or global-best) is 
allowed to deposit pheromone. Sometimes, for 
more exploration an additional mechanism called 
Pheromone Trail Smoothing is applied to MMAS. 
Gambardella and Dorigo in 1996 proposed Ant 
Colony System (ACS) [13], which was a 
simplified version of Ant-Q. Ant-Q is a link 
between reinforcement learning and Ant Colony 
Optimization. However, ACS simply and more 
efficiently describes the same behaviour as Ant-Q. 
Two strategies are used in ACS to increase the 
previous information exploitation. At first, trails 
are updated by the best ant, like MMAS, and 
secondly, ants select the next city, using a pseudo-
random proportional rule [14]. The rule states that 
With probability    the city j is selected, where  =       ∈    [  , ] . [  , ]   , while with the 
probability 1 −    a city is chosen, using Equation 
(1). Furthermore, there is a distinct difference 
between ACS and other ACO algorithms and that 
is trails are updated, while the solutions are built. 
It’s similar to ant-quantity and ant-density 
approaches that update pheromone trails 
synchronize to making tours. However, in ACS 

ants eat portion of the trails as they walk on the 
path. So the probability that the same solutions are 
constructed in an iteration decreases. 
AS Local Best Tour (AS-LBT) [15], is another 
improved kind of AS, in which only local 
information is used to reinforce trails. It means that 
each ant updates its trail by the best tour it has 
found to date. This approach shows more diversity 
than AS. 

Some other improvements in the field of ACO 
are the Multiple Ant Colonies Algorithms [16], 
which exploits interactions between colonies, 
Population-based ACO (P-ACO) [17], which 
makes up a special population of good solutions, 
and Omicron ACO (OA) [18], that is inspired by 
MMAS and elitist strategy. 
In addition a number of hybrid algorithms have 
been developed that use good features of ACO. For 
example the combination of Genetic Algorithm 
(GA), and ACO, called Genetic Ant Colony 
Optimization (GACO) have been used to solve 
different combinatorial problems [19, 20]. 
Moreover, ACO algorithms often exploit Local 
Search to improve their performance. 2-opt and 3-
opt [21], algorithms are commonly add to ACO 
algorithm for a faster and more accurate 
convergence [14].  
 
5. Experiment and Results 
 
To evaluate the performance of the algorithms 
discussed in the previous section, we tested the 
extended algorithms on eil51.tsp, where the 
optimal tour length is 426. The population size of 
about 50 ants was used that was suggested in [2]. 
According to [11], We used parameter 
settings,  = 1,  = 5,  = .5. Furthermore, Q 
was set to the best tour length, found up to that 
iteration [15], and   (also the number of elitist 
ants) was set to 7, approximately equivalent to    of 
ants number [15]. Experimentally, we estimated 
eat rate = .9, and the trails with MMAS mechanism 
were set to interval, [0.02 , 2], with an initial value 
of 2.  
10 trials were conducted, and all the tests were 
carried out for 1000 iterations. The results are 
presented in Table 1. Note that some of the 
proposed algorithms can lead to optimal solutions, 
increasing the number of iterations to about 2000. 
However, for the case of comparing the results, 
less number of iterations was designated to 
construct Table 1. 



 Shortly, ACSMM is a mixture of ACS and 
MMAS, while in ACSrankMM, bounded 
pheromone trails are updated, using Equation (4). 
Likewise, in ASeliteLBTMM, a number of elitist 
ants update trails with the best tours found to date, 
considering the limits on the amount of 
pheromone. Average of the best tours found per 
iteration for the proposed methods over the ten 
experiments is depicted in Fig. 2. The results show 
the performance of evaluated methods. In fact, 
limited boundaries for pheromone trails seem to be 
necessary to have efficient results. Moreover, good 
performance of incorporating LBT and rank-based 
approaches into ACO algorithms can be concluded 
from the table 1. 
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Fig. 2.  Comparison between the proposed methods 

Table 1. Experiment results 
Method best Avg. Std. 

Dev. 
Std. 
Dev. 

% 

Best 
err. 
% 

Avg. 
err. % 

AS 455.91 462.24 3.36 0.73 7.02 8.50 
ASLBT 443.99 458.36 5.30 1.16 4.22 7.60 

ACS 437.29 457.72 12.37 2.70 2.65 7.45 
ASrank 443.07 453.09 5.81 1.28 4.01 6.36 

ACSMM 430.45 436.07 4.25 0.97 1.04 2.36 
ASeliteMM 430.35 435.86 8.16 1.87 1.02 2.31 

ASeliteLBTMM 429.53 435.39 4.41 1.01 0.83 2.20 
ACSLBTMM 428.98 434.67 3.84 0.88 0.70 2.03 

ASrankLBTMM 428.98 433.77 4.22 0.97 0.70 1.82 
ACSrankMM 428.87 433.5 5.08 1.17 0.67 1.76 

ACSrankLBTMM 428.98 433.36 4.15 0.96 0.70 1.73 
ASrankMM 429.98 433.16 2.53 0.58 0.94 1.68 

 
 



6. Conclusion 
 
This paper has evaluated the performance of 
different ACO algorithms and their combinations 
in solving Traveling Salesman Problem. In fact, 
special features of different approaches have been 
incorporated to construct more effective 
algorithms. Consequently, it has been shown that 
the idea of increasing exploration, using LBT 
method and also, confiding the pheromone trails 
into upper and lower bounds is a wise step to 
increase the efficiency of ACO algorithms.  
Further work can be done in the direction of 
exploiting local search methods in favour of 
investigating the performance of each of the ACO 
algorithms accompanied by local search mediums. 
In addition, a more advanced data structure known 
as candidate list can be embedded into ACO 
algorithms. This structure provides a list of 
preferred cities to be visited in each step [27], and 
so the number of feasible solutions decreases. 
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