
Supplementary Material for
“Learning Ensembles of Potential Functions for Structured Prediction with

Latent Variables”

Hossein Hajimirsadeghi and Greg Mori
School of Computing Science, Simon Fraser University, Canada

hosseinh@sfu.ca, mori@cs.sfu.ca

1. Computational Complexity of the Proposed
Method

The computational complexity of each iteration of gra-
dient boosting is divided into two parts: (1) computing
point-wise pseudo-residuals and (2) training the base mod-
els. As discussed in Section 3.3, the former is obtained
by inferring the CRF model for each data point and find-
ing the marginal probabilities. We indicate the computa-
tional time of inferring the marginals of a CRF by Tinfer.
For example, for the tree/chain-structured CRF models of
Section 4.1 and 4.2, Tinfer = O(|E||Y||H|2) using belief
propagation. For the cardinality model used in Section 4.3
Tinfer = O(m log (m)), where m is the number of in-
stances in a bag. Finally, the total computational time of
this part is obtained by summing over the whole data as∑

n T
n
infer.

Next, the base models should be fitted to the point-
wise pseudo-residuals. We assume a regression model can
be trained to fit a set of training examples of size |S| in
O(|S| d) time, where d is the size of the input feature vector.
Given this assumption, each function approximation in the
equations (17) and (18) takes O(N d) and O(

∑
n |En| d)

time, respectively. Finally, the computational time of fitting
all functions would be |Y|O(N d) + |H|O(

∑
n |En| d).

We performed our experiments on an Intel(R) Core(TM)
i7-2600 CPU @ 3.40GHz. As a numerical example, in the
collective activity dataset, used in the experiments in Sec-
tion 4.1.1 (which consists of 1908 training examples with
average 5 local observations per example and the feature
vectors are 240 dimensional), the training time was around
10 seconds per iteration. For the nursing home dataset of
Section 4.1.2, which has 1910 training examples with aver-
age 2 local obsevations per example and 5-D feature vec-
tors, the training time was around 2 seconds per iteration.

2. Guidelines for initialization of the potential
functions

In the proposed HCRF-Boost algorithm, the potential
functions may be initialized to zero at the first iteration.
However, because of the nonconvexity of the likelihood op-
timization problem, a more smart initialization can improve
the results (Note that the stochastic gradient ascent algo-
rithm already helps to avoid some local optima). In our em-
pirical studies we found that initializing the potentials with a
model poorly trained by the standard HCRF algorithm [10]
or with a global model trained by SVM can yield decent re-
sults in a few iterations (even 10 iterations). In fact, since
each iteration of gradient boosting adds an entire model, a
big step can be taken at each iteration [3]. In all experiments
of Section 4.1 we used 50 iterations with β = 0.1.

3. Experiments on Popular Mulit-Instance
Learning Datasets

The standard MIL benchmark datasets for computer vi-
sion are the Elephant, Fox, Tiger image categorization
datasets [1]. Though dated, these are the standard bench-
mark on which MIL algorithms are evaluated. In the image
data sets, each bag is an image, and the instances inside
the bag represent 230-D feature vectors of different seg-
mented blobs of the image. These data sets contain 100
positive and 100 negative bags. In all the experiments, we
have preprocessed datasets by scaling the features of the
original datasets to the range [0, 1]. We evaluate our pro-
posed HCRF-Boost method with the cardinality model of
Section 4.3 on these datasets. The results are reported based
on 10-fold cross-validation classification accuracy and com-
pared with the well-known MIL methods in Table 1.
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Table 1. Comparison between HCRF-Boost and well-known MIL
methods.

Method Elephant Fox Tiger
HCRF-Boost 87 66 86
MIRealBoost [6] 83 63 73
ClassSetMaxRBMXOR [9] 88 60 83
SVR-SVM [8] 85 63 80
MIForest [7] 84 64 82
MIGraph [13] 85 61 82
miGraph [13] 87 62 86
PPMM Kernel [11] 82 60 80
AW-SVM [5] 82 64 83
AL-SVM [5] 79 63 78
MILES [2] 81 62 80
MI-Kernel [4] 84 60 84
mi-SVM [1] 82 58 79
MI-SVM [1] 81 59 84
EM-DD [12] 78 56 72
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